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Hadronic interactions and cross-sections 	


Consider a G4Track being propagate, for all hadronic processes we 
need to interrogate cross-sections twice: to calculate PIL and, when/
if interaction happens we need to select the nucleus (and possibly 
isotope) on which interaction happens (sampleZandA method)	

	

Note that to calculate (total) cross-section needed in first step, we 
anyway need to sum over all nucleus cross-sections	

	

An optimization has always been present: iff triplet 
{particle,energy,material} is used twice in a row, no need to 
recalculate. Note that this happen only in some special conditions 
(i.e. neutral particle)	
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Proposal	


ASCR proposed two optimizations:	

	

•  observation that triplets {particle,material,energy} tend to 

repeat, create a real cache that holds a set of these triplets: an 
extension of what has been always there	


•  build a surrogate model based on the Douglas-Peucker method 
(create histogram of the total cross-section), to be used when 
total cross-section is needed (for PIL calculation)	


 	




Motivation	


How can we reduce CPU time?	


Better caching to re-use calculations	


Second strategy: provide a “fast surrogate model”	
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Potentially 
change 
physics results. 
Thus provide 
API to turn on/off  
selectively 





Be as general as possible: 
intercept call at highest level 
G4CrossSectionDataStore::GetCrossSection(part,mat) 
Reminder: each process has its own instance 







Building of surrogate model	
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How to build XS table 	


Define a “precision target”	


Oversimplification: please excuse my imprecision!	
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How to build XS table	


Interpolate and search maximum distance > precision target	


Add a point there	
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How to build XS table	


Repeat	
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How to build XS table	


Repeat until all added points distance < precision target	
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Note the bias here, a second phase 
adjusts Y to balance the residuals 





Status	
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Inclusion in Geant4	


Prototype code from ASCR provided before the summer	

	

Integration in Geant4 source code is underway:	


•  code APIs has been rewritten to remove “C-style” functions	

•  integration w/ Geant4 structure done: code will be added to 

processes/hadronic/cross_sections	

-  one new class added: G4FastPathCrossSection 	

-  G4CrossSectionDataStore modified	
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Details on algorithm	


To minimize memory usage, only the total cross-section for a given G4Material is 
stored in the fast-path	


•  the same method G4CrossSectionDataStore::GetCrossSection( const 
G4DynamicParticle* , const G4Material* ) is called both to calculate total 
cross-section for PIL calcualtion and to sample target nucleus (from 
sampleZandA)	


•  in second case we cannot avoid the slow-path unless previous call to the 
method was already a slow-path	


Logic: call to G4CrossSectionDataStore::GetCrossSection(…) iff functionality is 
enabled and call does not come from sampleZandA, fast path is possible: 	


1.  Step 0: super-fast-path (old): iff {particle,material,energy} is exactly the same 
as previous call, return immediately, else	


2.  Step 1: check if {particle,material,energy}  is in cache, return, else	

3.  Step 2: use energy for fast-path corresponding {particle,material}, and add 

result to cache else	

4.  Step 3: slow-path	
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Missing functionalities	


Preparation/filling of fast-path surrogate	

	

By default this functionality is turned off, can be activated for a given triplet 
{processName,particleType,material}	


•  UI commands and C++ API will be created	

	

At initialization, for active triplets the surrogate model is built: sample cross-
section for given energy and build surrogate model	

	

Require modifications to G4HadronicProcess interface	

	

SimplifiedCalorimeter will be used for initial physics validation:	


•  compare results with feature on and off	


FullCMS will be used for performance evaluation and profiling	
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Tentative schedule	


Goal is to provide feature for 10.2	

	

Time is tight for validation, in case move to 2016	


•  ATLAS has expressed interested in the feature	
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