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ACIS

ACIS Lab history + statistics

Founded 8/10/01
20" people
5 “associated” faculty

ECE, CISE, MSE

Also 10* “associated” faculty from Purdue CMU, U.
Colorado, Northwestern U., U. Mass., NCSU ...

7 M dollars in funding, 5 M dollars in equipment
Approximately 1.5 M of subcontracts
NSF, NASA, ARO, IBM, Intel, SRC, Cisco, Cyberguard ...
Computer infrastructure/lab
300* CPUs, .5 Tflops, 9 TBytes, Gigabit connections
Access to CPUs at Purdue, Northwestern, Stevens |.
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Outline

What's in a talk title
Environment as a container for app execution
Distributed “a la” power grid
Virtualization for creation and coexistence of
different environments in physical resources
A Grid-building recipe
Words are easy, let’s build it: In-VIGO

® Architecture, Deployments and Futures
® Virtual Machines, Data, Networks and Applications
® Turning Applications into Grid Services

Conclusions
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Resource sharing

Traditional computing/data center solutions:
Multitask/multiuser operating systems, user accounts, file systems ...
Always available but static configurations
® Sharing possible if apps run on similar execution environments

Centralized administration
® Tight control on security, availability, users, updates, etc

Distributed Grid/datacenter requirements

Multiple administrative domains

® Different policies and practices at each domain

® Many environments possible /'

® Dynamic availability “ I . A g C
Must run all kinds of applications ﬁ g

. . . . A -B C
® Application user will neither trust unknown users sharing the same\,
resource nor redevelop application to run in different environments g

® Resource owner will neither trust arbitrary users nor change
environment for others’ applications
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“Classic” Virtual Machine

Copy of a real machine

“Any program run under the VM has an effect identical with
that demonstrated if the program had been run in the original
machine directly” :

Isolated from other virtual machines

“...transforms the single machine interface into the illusion of
many” 2
Efficient

“A statistically dominant subset of the virtual processor’s
Instructions is executed directly by the real processor” >

Also known as a “system VM”

1 “Formal Requirements for Virtualizable Third-Generation Architectures”, G. Popek and R.
Goldberg, Communications of the ACM, 17(7), July 1974

2 “Survey of Virtual Machine Research”, R. Goldberg, IEEE Computer, June 1974
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Process vs. System VMs

Guest Application process Application process In Smith and Nair’'s
= e “The architecture of
untime 4 [MEBSHANg SoWErE) ; Virtual machines”,
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Figure 3. Process and system VMs. (a) In a process VWM, virtualizing software
translates a set of 08 and user-level instructions composing one platform to
thase of another. (b) In a system VM, virtualizing software franslates the IS4 used
by one hardware platform to that of another.

¥ UNIVERSITY OF

ACIS Advanced Computing and Information Systems laboratory $FLORIDA



Classic Virtual Machines

Virtualization of instruction sets (ISAS)
Language-independent, binary-compatible (not JVM)

70’s (IBM 360/370..) — 00’s (VMware, Microsoft Virtual

Server/PC, z/VM, Xen, Power Hypervisor, Intel Vanderpool,
AMD Pacifica ...)

ISA+ OS + libraries + software = executlon enwronment
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1 user, 1 app, several environments

Slide provided by M. Zhao
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Many users, 1 app, many environments

puthute Server

Slide provided by M. Zhao
ACIS s Advanced Computing and Information Systems laboratory
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Virtualization technology for grids

Resource virtualization technology

Enables a resource to simultaneously appear as
multiple resources with possibly different
functionalities

® Polymorphism, manifolding and multiplexing
Virtual networks, data, applications,
Interfaces, peripherals, instruments ...
Emergent technologies
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Virtual networks

logical links:

® multiple physical links, routing via native Internet routing

® tunneling, virtual routers, switches,
® partial to total isolation

VH1 to VH2

\VH
VH3 to VH4 Virtual network N\

i

Virtual Space

_—VH— NHy

Virtual network

Virtual
f
VH4==—— —————p\/H3 Router
Virtual network Virtual netW’.D
Host
Physical Space
—il Hi——Ha
H2l _ retwork a Cppa neworks
H R NA—H
Hafb— | N Internet o Ha Router
Private network C
H \/ N network D NAT
H Firewall
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Data/file virtualization

Compute Server ‘C’ NFS Server ‘'S’

Export /home to

all uids on compute
mount ... Sommmmmooooooocd server C

S:/home Client Server

. EXxport
/home/user_A
mount to shadowl on C
S:/home/user_A Client Server
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Web services framework

allows programs on a
network to find each
other, communicate
and interoperate by
using standard
protocols and
languages

Publish
WSDL, UDDI

Find
WSDL, UDDI

Service
provider

Service
requestor
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Basic service description: interface definition

abstract or reusable
service definition that
can be instantiated and
referenced by multiple
service Implementation
definitions

different implementations using the same
application can be defined to reference different
service definitions — a form of virtualization

ACIS — Advanced Computing and Information Systems laboratory €3 EY ORIDA.



Application virtualization

Regular
Service

B [ I S I

Restricted
Service

\/

\/ \/

Composed
Service

Virtual Application Monitor

Appl

VANIVA VANV

App2 App3

CY Y Y Y Y

Augmented
Service
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A Grid-building recipe

O Virtualize to fit needed environments
®Use services to generate “virtuals”

© Aggregate and manage “virtuals”
ORepeat OO O as needed

* Net result:
 Users interact with virtual entities provided
by services
 middleware interacts with physical resources
 In-VIGO Is a working proof-of-concept!

ACIS




The In-VIGO approach

Virtual information grids

Services H Services H Services H Services

Virtual computing grids

/ / \ \

Virtual Virtual Virtual Virtual
machines applications data networks
Machines Applications Networks

27

v’ local control, decentralized management
4 open general-purpose standards
v non-trivial QoS
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In-VIGO: a user’s view

Enables computational engineering and science In-Virtual
Information Grid Organizations

Motivations:

Hide complexity of dealing with cross-domain issues
® From application developers
® From end users

Provide secure execution environments

Goals:

Application-centric: support unmodified applications
® Sequential, parallel
® Batch, interactive
® Open-source, commercial

User-centric: support Grid-unaware users

ACIS Advanced Computing and Information Systems laboratory
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http://invigo.acis.ufl.edu

3 Welcome to In-¥IGO - Microsoft Internet Explorer

J File Edit Wiew Faworites Tools  Help |J.ﬁ.ddress @http:,l',l'invigo.acis.ufl.eu:lu,l'Lu:ugin - ,ﬁ?’Gg

About 1nVIGO  Requett an account  FAQ  Contact Us ACIS

n-VIGi®}

Vittualization Middleware
for Computational Grids

U.IBI'I'IQI"I‘IE‘! I

Password: | Qe

Powered by (e v ) S . &,
. hy% MHSE‘:}‘ IEM @‘:15““‘-" z8crics () vwvare WS_'T m % ﬁ s &)Jﬁ"; tg.FAEHl-. ﬁ _I
|@ f_l_l_lﬂ Internet 2z
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The In-VIGO portal

/3 In-VIGO Project - ACIS - UFL - Microsoft Internet Explorer - 1Ol x|

J File= Edit Miew Favorites Tools  Help |J.ﬁ.ddress I@ https: | firvigo. acis, ufl edu/SelectThid=24%e4d0doage2b 466 530ceecS2e 312003, 28tab=app j E‘t'GD ﬁ

I"'V|G@ In-Virtual Information Grid Organizations b
Gugli;tg:gaj Malrzwi.laeger Frl LEge
User: fortes
applications My Sessions My IN-%IGOD
Scientific Applications
Abinit | ¥ reqular user Admintool | admin
BugXSpim ||7 regular user CacheSim5 ||7 regular user
CACTI ||7 regular user ChaosSim Ip regular user
Cntbands ||7 regular user Dinero IY ||7 regular user
DLX-View | regular user FETToy | reguiar user
FTMS | regular user Gamess |7 reguiar user .
Huckel-1¥ | regular user LSS | regular user
Matlab | ¥ regular user MolCToy |7 regular user
NanoMOS | regular user Octave | regular user
Polaris | regular user Rasmuol |7 regular user
REBO-CEM_Dev | ¥ rehateam Schred | ¥ regular user |

|@ ’_ I_ E |ﬂ Internet 4

Z¥3 UNIVERSITY OF

@jﬁ FLORIDA
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Virtual workspace

In-¥IGO ¥MNC - Microsoft Internet Explorer : : ; o o] |
J File  Edit  ‘iew Faworites  Tools  Help H.ﬁ.ddress Iéj https: fjoule. acis . ufl, edufinvigownct j @GU ﬁ

Dizconnect | Options | Clipboard | Send Chl-alt-Del | Refresh

|»

[#] ghostscript

ogged into machine wws0h, acis,uf ], edu
b Mar 3 17:09:46 EST 2005

FortesBusl0s Fortes]$ os L AuserFilesdnanomoss TnVigo_ 9638/ Trtigo_2dou
K ¥.ps

MU Ghostscript B.52 (2001-10-2070

opyright (C) 2001 artofcode LLC, Benicia. CA.  All rishts reserved.
hiz zoftware comes with MO WARRAMTY: see the file COPYING for details
oading MimbusRomMoSL-Regu font from Ausrd/sharesfonts/default/Typel/ni
Lo 2418892 1060277 1622424 228620 0 done,

oading MimbusSanL-Regu font from Ausresharesfonts/default/ Typel ml30
277092 1365158 1642520 336084 O done. 301 Elec¥on density profile
rshowpage, press {return? to continue< e

chthands dinero  gamess matlab octave sscalar
chtiv dlxview huckeliv molctoy polaris tlm‘uh
chess comord fracto lss nanomos  rebocen
[fortes@umwsi0S fortes]$ ps

FID TTY TIME CHD

18392 ptes0 0000200 bash

2560 ptesl Q000300 ps

[fortes@umws00S fortes]$ El

Ne [

v [nm] ) - 1F

= nm] I LI
4 3
/] Applet started l_ I_ E |4 Internet S
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The In-VIGO portal

<Y In-¥IGO Project - ACIS - UFL - Microsoft Internet Explorer =101 =]
J File Edit View Favorites Tools  Help |J Address IQ https: finvigo, acis.ufl eduySelectPhid=249e4d0d6a5e2b486 38casc2e3 1 2003, 28t ab=app j PGo ﬁ
|ﬂ'VIG@ In-Virtual Information Grid Organizations
Wirtual- File
Waorkspace Manager @ Logout
Uzer: fortes
Applications My Sessions My In=-%IG0
Scientific Applications
Abinit | reguiar user Admintool | admin
BugXSpim ||7 regular user CacheSim5 ||7 regular user
CACTI ||7 regular user ChaosSim ||7 regular user
Cnthands ||7 regular user < Dinero IV ||7 regular user ’
——
DLX-View ||7 regular user FETToy ||7 regular user
FTMS ||7 regular user Gamess ||7 regular user
Huckel-1¥ ||7 regular user LSS ||7 regular user
Matlab |7 requiar user MolCToy | regular user
NanoMOS | regular user Octave | ¥ regular user
Polaris | ¥ reqular user Rasmol | regular user
REBO-CEM_Dev | rehoteam Schred | ¥ regular user =l
|@ I_I_Elﬂ Internet S

UNIVERSITY OF
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Setting up ...

a In-¥IGO - Starting Application - Microsoft Internet Explorer

J File Edit View Favorites Tools  Help |Jnddress @https:,r;invig-:..acis.uﬂ.eduxSessiun?I:.id=ad4|:.9-:aI:.eS?4DSchF4dF843044dFa4D.5

Starting application: dinero :I
In-vIGo
Processing...
== Checking quota ... gquota: 3, sessions:0 .., DoME
== Initializing session 14281 ... DoME
»» Starting virtual Application dinerao .., DOME
»» Finding resource for this session... DOME
»» Preparing File System at invigo00@vbel17 . acis.ufl.edu.., DOMNE
»> Preparing Wirtual application initialization... DOME
»» Starting Yirtual Application... DOME
> Getting information from Yirtual Application...
|@ Done I_I_Elﬂ Internet 4
ACIS Advanced Computing and Information Systems laboratory
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Interface and workflow

3 In-¥IGO - Yirtual Application Session - Microsoft Internet Explorer . i |I:I|5|
n#win=toolbar&bid=6d4b9cabe57405Fdcf4dF84 304 4dFa40. 1 38act=browserRefresh# j E@GD ﬁ

=

JFiIe Edit wiew Favorites Tools  Help |J.ﬁ.ddress &) https: finviao, acis. Ul eduSessio

|n-VIG@ Wirtual Workspace \_ File Manager | JMew application | ' Quit Application | * Logout | * Help
See messages 1 active action(s)
i(Clear messages)

Lser: fortes
Application: dinero
Session id: 14281

You requested to execute invigo.va.dinero.%apRunDineroRule with the following parameters:
Select Configuration Mode = "Default Configuration”
User Level = "beginner"

Dinero Usage
Documentation

Dinero Tool Description Cache Level = 1
User's Guide Level 1 Cache Size = "32K"
Level 1 Cache Block Size = 32
Configure Simulation Level 1 Cache Size = "16K"
Option Level 1 Cache Block Size = 16

Select Configure Mode

Run Simulation

Fun Dineroly Simulation

[
4

|@ https: ffinvigo. acis, ufl, edu)Sessionwin=action&bid=6d4b9cabeS 74 05F dcf4dfg4:5044dF a40. 1 4&act=RunDineroRule I_ E |ﬂ Internet

Z¥3 UNIVERSITY OF
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File manager (1)

/ FileManager - Microsoft Internet Explorer : i ] |
J File Edit wiew Favorites Tools Help “.ﬂddress @https:,l',l'jaule.acis.uFI.edu:1SDSIZI,I'Fm.cgi?cwI:I=,|'hDme,l'Fl:nrtes,l'userFiIes,l'dineraBdm=1&dF=D&adF=D&am=1&aag=1&mws=lj 6o ﬁ
_ =
FileManager, .
% < |user fortes | Rechat Linux 7.3
j Cu:nmma.nd:l subrnit |
Upload aﬁle:l Browse... | Upload |
QuickDi.r:I GO | Edit/Create aﬁle:l Eclit
'Directory: { home / fortes / userFiles / dinero /
Total: 56 KB Sort by Mame, Date, Type '::\@L_
InVigo 10842 InWigo 12076 InVigo 14281 InVigo 4172 InVigo 4261
TnWigo 4262 TnWigo 4488 TnWigo 4797 InVigo 4804 TnVigo 5780
InVigo 6086 InWigo 6091 InVigo 9481 InVigo 9971
Thiz infarmation was generated on Thu Mar 3 16:39:09 2005,
[:le:s:igrnau:i LZl':,-' HI:IT'E:E:II_JFE]}'I_I::I:IITI
[
|@ ’_I_Elﬂ Internet 4
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3 FileManager - Microsoft Internet Explorer

File manager (2)

, -10/x|
J File Edit ‘iew Favorites Tools  Help “ Address @ https:Il'll'jaule.acis.uﬂ.edu:15IZI5IZIII'Fm.cgi?cwd=,I'hl:nme,l'Fl:urtes,I'userFiIes,l'dinerD,l'In\.-'igD_l4281,|'In'\.-'ig|:|_1&J:md=_view%2D°.-’oEj GO ﬁ
| FileManager
- Rfr = |I_I:s:Eer: fortes [Logout] |F.:e-:ih:at Linux 7.3
Command Result
———Simulation complete. =
ll1-icache
Metrics Total Instrn Data Read
Demand Fetches 757341 757341 ul u}
Fraction of total 1.0000 1.0000 0.0o0oo0 0.0oo0
Demand Mis=ses 12731 12731 u} u]
Demand miss rate 0.01es5 0.01a5 0.00o0 0.00o0 —
Multi-hlock refs a
Evtes From Hemory 47392
{ / Demand Fetches) 0.5379
wrtes Tn Memnrsr n i
{Fi | »
j Com.mand:l subirnit |
Upload a fle: Browse.. | Upload |
QuickDi.r:I G':'l Edit/Create aﬁle:l Editl
Directory: / home / fortes / userFiles / dinero / InVigo 14281/ InVigo 1/
Total: 2.352 KB Sott by MName, Date, Type REE]EE
In-VIGO FEEATME runC ommarnd runE.esult. out run=TD err
Thiz information enerated on Thu War 31
rgh.com EI
l&] l_ l_ E @ Internet A
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The In-VIGO portal

4} In-¥IGO Project - ACIS - UFL - Microsoft Internet Explorer =10] x|
J Flle Edit ‘iew Favoribes Tools  Help |J Address Im&z&tab=app j {'{)GD ﬁ
|ﬂ'VIG@ In-Virtual Information Grid Organizations R
WDELE;;LE Maer”aEger e
Uzer: fortes
Applications My Sessions My In=-%IG0
Scientific Applications
Abinit | ¥ reguiar user Admintool | ¥ admin
BugXSpim ||7 regular user CacheSim5 ||7 regular user
CACTI ||7 regular user Chaos5im ||7 regular user
Cntbands ||7 regular user Dinero IV ||7 regular user
DLX-View ||7 regular user FETToy ||7 regular user
FTMS ||7 regular user Gamess ||7 regular user .
Huckel-1¥ ||7 regular user LSS ||7 regular user
C Matlab | reqular USEI') MolCToy | reqular user
NanoMOS | regular user Octave | ¥ regular user
Polaris | ¥ reqular user Rasmol | regular user
REBO-CEM_Dev |V reboteam Schred | ¥ reqular user =l
|@ I_I_Elﬂ Internet 4

UNIVERSITY OF

FLORIDA
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Native interactive interface

/) In-¥IGO ¥NC - Microsoft Internet Explorer

J File Edit M“iew Favorites Tools Help |J.ﬁ.ddress I".Gﬂ https: /) fjoule, acis,ufl edufinvigowney

Digconnect | Options | Clipboard | Send Ctrlal-Del | Refrezsh e
[¢] MATLAH ]
Jf: File Edit View Web MWindow Help
D= & |es|@] ]| & T 18
File  Edit Miew Insert Tools  MWindow  Help x|
D”,lwl i-@l Ié%_%lstack: Base _|| :
Name |size | = Start
I\J - Launch Pad Wworkspace
(-- T:23 PM Z/19/05 --% Infa
- 9.07 BM 271905 --%
%-- 3:55 PM Z2/20/05 --%
%-- 4:02 PM 2/20/05 --%
g-- §:03 BM 2/20/05 --% Hlose
i-- 12:11 PM Z/23/05 --%
- 220 BM 2/23705 --%
%-- 3:39 PM 2701505 --%
E-- L.00 PM 340305 --% J
demo Fi 7, =
4 3
@ | 1B g mema ,;,:
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nanoHUB (current middleware infrastructure)

Science Gateway 3\
Z\ TeraGrid’ (_
\(iapa y Cop |h gl bus project”
\ \

|nV|G@
/ Processing....

M|ddleware

: E Open Science Grid

Capacity Computlng

irtual Cluster wit
VIOLM\II

Research apps
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In-VIGO 1.0 architecture diagram

Deployed at UF/ACIS since Fall 2003
nanoHUB: Summer 2005
On-going deployments: SURA/SCOOP, UF/HPC

T . Viﬂua!
[Uses] Application |- [Uses] -
Manager

-- [Uses] --» | Jser
e nterface

- [Creates] - Manager - ¥
[ Io» ! [Creates] [Uses]

[Uses] '

Virtual
v Resource - [Creates] » Fie

-“|' Manager

System

Inform ation ' I

\ System k- [Creates] [Uses]
[Uses] v v

' N Virtual Machine L. [Uses] - »
System
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Virtual Machine System

Enables on-demand instantiation of whole-O/S VMs
for virtual workspaces

Has access to physical resources (host)
Create, configure, query, destroy VMs
In-VIGO users have access to virtual resource (guest)

N . antua_l
[Uses] Application - [Uses] -+
Manager

User
User:- LS Interface

_ [Creates] - Manager i’ e '
[ I ! [Creates] [Uses]
| v

[Uses]
i Virtual

; ) Resource - [Creates] » Fije
Manager

System

Information I

\ System < [Creates] [Uses]
[Uses] v v

Virtual Machine| | - [Uses] -»
System

___________________________
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VM services

Provide means to efficiently
create/configure/destroy VMs,

generic across VM technologies

Directed Acyclic Graph (DAG) model for
defining application-centric VMs

Cost-bidding model for choosing
compute servers for VM instantiation

(SC 2004)

Slide provided by Arijit Gangul o NV ERSITY. OF
ACIS s Advanced I%omputing an¥j In#ormationgs%tems laboratory (¥ FT ORIDA.



Architectural Components of VM Service

[

VM Creation Request from Client

(e.g. In-VIGO)

(1)

VM Request l

A

(6)

VM Classad

|

VMShop (VMArchitect
VMCreator, VMCollector, VMReporter)

(2) 3) (4) (5)
Request Estimate VM Creation Create VM VM Classad
Cost
mcnabb brady mcnair manning favre
VMPIlant VMPIlant VMPIlant
Daemon Daemon Daemon
vws010 vws001 vws002 vws003 vws005
Host OS Host OS
(VMPlant) Host OS (VMPlant) (VMPlant)

ACIS —

Slide provided by Arijit Gangul
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Data access virtualization

Grid virtual file systems (GVFS)

On-demand setup, configuration and tear-down
of distributed file systems

® Unmodified applications access file-based data in the
same manner they would in a local environment

® Use and extend Network File Systems (NFS)

Multiple, independent file system sessions share
one or more accounts In file servers

File system data is transferred on-demand, on a
per-block basis

ACIS — Advanced Computing and Information Systems laboratory .ﬁlﬁi:i“(‘)ﬁ‘fﬁ}{



Grid Virtual File System (GVFS)

Map identities;

WAN Forward RPC calls

VMM

Compute server C VM state server S

Logical user accounts [HCW’01] and virtual file
system [HPDC’01]
Shadow account + file account, managed by middleware
NFS call forwarding via middle tier user-level proxy
User identities mapped by proxy

Provides access to user data, VM images

G2 UNIVERS
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Many users, apps and environments

Challenge: VM
State Transfer

byl
B

Comput » Server Comgp ite Server Consoute Server

Middleware

Dynamic, efficient transfer of large VM state is important

Slide r[r:])rovided b?r/]fM' Zhao -
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User-level Extensions

buffer based

VMM

Compute server C

Client-side proxy disk caching

proxy

NFS
server,

q
em diskl
N

VM state

VM state server S

Application-specific meta-data handling
Encrypted file system channels and cross-domain authentication

e [Zhao, Zhang, Figueiredo, HPDC’04]

ACIS m—
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Putting it all together: GUI Application example

Role-Based Access Control
enables Single Sign-On to
VNC-X-window —

User request

" ! Information
User 'Y ] 50ms 4 service
] S0mMS/2: quer 2.5 seconds
i : Hser-data opute Server) 2.5 seconds
7: VNC X-window ; 4 capylacee |
| user data
L === = [
T userrequest | [ e __
« - 3: get VM ==-—-—1  4Seconds_ .
User ‘X' 6 return handler Eront . ©" Shadow  rezz——-1 " 4seconds | !
Total: 16 seconds g yser (UF:QL) end ‘(E account Physical server ’
Total: 7.5 seconds ] 9.5 seconds /,pool P
e - secon(l:!//' .~ isolation via
CMS/Portal Engine shadow accounts
~ or virtual machines
ACIS s Advanced Computing and Information Systems laboratory f:{‘&i’%ﬂ




Virtual network services

VMShop allocates a remote VM
Great: now how to access it?
Need to isolate traffic from host site

For most flexibility, need full TCP/IP
connectivity

ViNe, IPOP being developed at UF ACIS

Related work: Virtuoso/VNET (NWU), Violin
(Purdue)

ACIS m— Advanced Computing and Information Systems laboratory €88 FY AR TOA.




In-VIGO Virtual Networks - ViNe

IP overlay on top of the Internet
Operation similar to site-to-site VPN

Designed to address issues that VPN
does not solve:
High administrative overhead for many sites
VPN firewalls need a static public IP address

Advanced Computing and Information Systems laboratory €88 FY AR TOA.
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INn-VIGO Virtual Networks - ViNe

» Each participating host is configured with an additional IP address in

ViNe space (IP aliasing) to route (tunnel)
« Packets with destination in ViNe space are directed to VRs for routing . h
in ViNe space. configured wit
se—— e | Pprivate space)
Virtual S 1ce |
VH VH- — /A1
{m network Virtual netwc,;|;—)_|
o L
VRA 1VRB

V!'LZI\ [ VI VR Virtual

Router

Virtual network VRD| virtual net‘w
VRcC H | Host

Physical Space —
—[H S /m ™
/|T_|2 sl Private network B
H—

/ = etwork A R N —
,H4—\ N Internet = ———IH3 R | Router
. Public
k
T S etk N | nar
H F | Firewall

Slide provided by M. Tsugawa
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ViNe - Communication in virtual space

VRB looks-up its routing table
ce) —
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ViNe - Local communication

» Local communication is kept local in both Physical and Virtual space.
* ViNe does not interfere with physical communication.

* Virtual space can be used only when needed.

Virtual Space
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ViNe Firewall/NAT traversal

VRs connected to the public network proxy
(queue) packets to VRs with limited connectivity.
The latter open connection to the queue VR to
retrieve packets.

VRs with limited connectivity are not used when
composing routing tables. Routing tables are
made to direct packets to queue VRs.

The approach supports multi-level NAT.

The approach also works under DHCP since the
changing IP is not considered for routing.
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ViNe organization

Routing tables are created/destroyed as
needed (e.g., Jjoin/leave of sites, creation of a
new ViNe, etc).

VRs exchange routing information with each
other

Communication of sensitive information (e.g.,
routing tables, VRs host certificates) Is
encrypted.

Administrator of a participating site Is involved
only during the setup/configuration phase. No
Intervention Is needed when machines
join/leave network.

Slide provided by M. Tsugawa
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ViNe Overhead

When firewall/NAT traversal is not required

depends on performance of VRs and available
physical network

Overhead = 0 — 5% of available bandwidth
up to 150 Mbps for VR on 3 GHz Xeon

When firewall/NAT traversal is required

also depends on the allocation of VRs to
proxy/queue traffic

10 — 50% In initial experiments. Optimizations
under investigation.

Slide provided by M. Tsugawa
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ViNe Security

Site-related

security policies are not changed by enabling ViNe
® minimal change may be needed to allow ViNe traffic in private IP space

ViNe traffic consists of IP packets that are visible in LANs (tunneling
IS only used across domains)

® Network policies can be applied to ViNe traffic
® Firewalls can inspect ViNe traffic
® Intrusion detection systems and monitoring works unmodified

ViNe-related
ViNe routers do not route packets to/from the Internet
All communication between VRs are authenticated
Sensitive VR messages are encrypted
VRs are not accessible in ViNe space

ViNe connects hosts without links in physical IP
Infrastructure
But it does so only where we want to have it

Slide provided by M. Tsugawa
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ViNe: On-going work

Management of Virtual Networks

Automated and secure management
(definition, deployment, tear-down, merge,
split and join/leave of hosts) of virtual
networks is under development in the context
of ViNe project

The idea Is to dynamically and securely and
reconfigure ViNe routers in response to client
(privileged users, local site administrators,
grid administrators, grid middleware) reguests

In collaboration with ANL

Slide provided by M. Tsugawa
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ViNe: Auditability

ViNe does not modify packets generated
Oy participating hosts

Reqgular network traffic inspection can be
performed In each participating site

In addition, ViINe Routers can log all
routed traffic (performance implications

are under investigation)

Side-process can combine traffic logs for
global network traffic analysis

Slide provided by M. Tsugawa
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IPOP virtual network

Motivations:

Enable self-configuring virtual networks — focus on making it
simple for individual nodes to join and leave

Decentralized traversal of NATs and firewalls

Approach: IP-over-P2P

Overhead of adding a new node is constant and
Independent of size of the network

Peer to peer routing
® Self-organizing routing tables

® Ring topology with shortcuts
® N nodes, k edges per node; O(1/k log?(N)) routing hops
® Adaptive, 1-hop shortcuts based on traffic inspection

Mobility: same IP even if VM migrates across domains

A. Ganguly, A. Agrawal, P. O. Boykin, R. Figueiredo — IPDPS 2006, HPDC 2006

Slide provided by R. Figueiredo
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Applications

Distributed computing VM “appliances”
Define once, instantiate many

Homogeneous software configuration and
orivate network address spaces

~acilitates a model where resources are
nooled by the various users of a community
(e.g. nanoHUB)

Homogeneous configuration facilitates
deployment of security infrastructures (e.g.
X.509-based IPsec host authentication)

Slide provided by R. Figueiredo
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Usage examples

“Grid appliance”
Condor node for job submission/execution

Automatically obtains a virtual address from virtualized
DHCP server and joins a pool

Can submit and flock jobs within virtual network
Download VMware player and VM image:
http://www.acis.ufl.edu/~ipop/grid _appliance
On-going: domain-specific customizations
nanoHUB: WebDAYV client, Rappture GUI toolkit

SCOORP (coastal ocean modeling): clients to access
data catalog and archive

Archer (computer architecture): support for large,
read-only checkpoints and input files

Slide provided by R. Figueiredo
ACIS Advanced Computing and Information Systems laboratory
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Application virtualization
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Grid-enabling unmodified applications

Enabler provides

Virtual
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Summary and conclusions

Virtualization technology decouples physical resource
constraints from user and application requirements
Big win, novel rethinking

Virtual resources are to grid computing what processes are to
operating systems

Developers can concentrate on applications, not end resources
Web-services provide interoperability and a framework
for composition and aggregation of applications

Includes delivering virtuals and virtualizing applications

Wide adoption creates large reusable toolboxes, e.g. for
automatic interface generation

Users need only know of service interfaces

In-VIGO middleware effectively integrates virtualization
and Web-services technologies to easily enable and
deliver applications as Grid-services
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