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Scientific Computing status and vision
(with focus on neutrino program support)

Panagiotis Spentzouris & Wesley Ketchum
Fermilab PAC
January 20, 2016



The charge

We ask the committee to comment on the SCD status,
plans and vision, and their consistency with programmatic
priorities. In particular, are the proposed activities in
support of the neutrino program likely to be adequate for
the success of the experiments within the program
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The organization

Science Operations and Workflows

Develop workflows for experiment/project to execute on the
facility and provide operations support

. - Facility

Staff ~equally
distributed in

N = the three

S resources & resources E o e

5 | » services stack O | « services stack = activity areas
E
>

I Development, Integration, and Research

R&D for creating, research for adapting, and architecture work for
delivering “products” for the scientific software stack of the facility

Headcount of 143, including 27 Scientists, 10 Application Physicists,
52 PhDs (physics and computer science) in technical jobs
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The challenges (at least some of them...)

4

Scientific results from all programs depend critically on
complex software and computing infrastructure

Infrastructure and application development and their support
requires significant investment

Most projects/experiments don’t include programmatic
funding for computing

Long term support necessary but no clearly defined funding
model

Application development and computing infrastructure
support requires specialized expertise

— Especially as we move to new techniques and technologies

2% Fermilab
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The Strategy

 Develop and maintain core expertise, tools and infrastructure,
aiming to support the entire lifecycle of scientific programs
— Focus on areas of general applicability (common to all/most
programs) with long term support requirements
« Continuity: Well matched to lab environment

- Effectiveness through Collaboration: Work in partnership with
individual programs/experiments

« Applying Research Opportunities: Enabling and taking advantage
of innovation

— Participate in collaborative projects to develop scientific
computational infrastructure (both within and outside HEP)

* Incorporate expertise and best-of-class tools through
partnerships with individual projects and make them available to
the whole program

— Benefits both new and mature (diminishing resources) experiments

2% Fermilab
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The intended benefits

« Programmatically, gain in cost effectiveness and efficiency
(leveraging, sharing)

— Application deployment, operations of existing capabilities
— R&D for evolving/new capabilities

* For the user community, provides a de facto support model
for the software stack

— availability, maintenance, consultation, porting to new
platforms...

» For new projects or upgrades, cost effectives

— benefits of leveraging R&D between programs which might
have not been able to afford individually

» Foster community involvement, by shared ownership

— provide (elements) of necessary training on computing for new
generation of HEP scientists

2% Fermilab
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The Status: Scientific Computing Portfolio Drivers (1/2)

Support the CMS science program, by

— hosting and operating the CMS Tier-1 facility and the LHC
Physics Center (LPC),

— developing and supporting the core software framework and
key computing tools.

« Support the diverse neutrino and muon programs, in all
aspects of their computing needs, by providing

— Facility with Tier-0 performance and capabilities,
— common tools, services, and operations to enable science.

« Support selected Cosmic Frontier experiments per P5 and
Fermilab priorities

— Focus on DES operations, software frameworks and workflows

2% Fermilab
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Portfolio Drivers (2/2)

Provide Real-time systems solutions for the entire program
— Emphasis on neutrino and muon program DAQ and test-beam

Support the LQCD program by hosting a High Performance
Computing (HPC) center

Study and optimize current and future FNAL accelerators
— Utilizing HPC modeling capabilities

Perform R&D for new tools and services: evolution of
computing architectures and technologies calls for major re-

engineering to maintain capabilities
— multicore, co-processors, reduced memory/core footprint
— emergence of clouds as a resource

— Focus on selected high impact/relevance areas: facility
evolution, software frameworks, workflow management,
Geant4, accelerator modeling

2% Fermilab
1/19/16



Planning and Resource Allocation: Scientific Computing Project
Portfolio Management Process

* Programmatic resource allocation is based on lab-wide
scientific needs (hardware and effort for services)

— Process is Science driven — ask experiments to present
annually their goals for the coming two years

— Ultilize external committee for scrutiny and recommendations

« Continue to monitor and communicate through frequent
meetings
— adjusting as priorities/needs change

« Many other points of contact
— Computing liaisons provide bi-directional status and information
— Stakeholder meetings for major computing projects

» We support operations of 24 service areas across 32
scientific collaborations and projects (23 experiments)

2% Fermilab
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High Impact Common Tool Solutions

art is a software framework, for HEP
experiments Dynamic

N Y

1O il | e Logp &

library loading paths

— Allows shared development and support
among experiments

> J

Provenance Your More Your

generation physics physics friend’s Metadata

— Used by Mu2e, g-2, NOvA, DS50, LArSoft code A code 4 code
LArSoft is a common simulation, RUSUbFU o
reconstruction and analysis toolkit for BLIREEIE

AN A

LArTPC experiments, utilizing art @ code you write @) Code you use from the
— managed by Fermilab, contributions
from all experiments Job.
FIFE: provide common computing o
services and interfaces needed to turn a Data -
physics task into results, enabling il
experiments to seamlessly utilize onsite Databases (calib/

conditions, ...)

and offsite resources.

— Enables use of grid and cloud resources FIFE: Fabric for Frontier Experiments
Je :
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Utilization of FIFE

Experiments

jobsub grid
submission

fifemon/gratia SAM

FTS

IFDH

Production
Operations

ArgoNeuT
CHIPS
DUNE (35T)
DUNE
LArIAT
MARS
MicroBooNE
MINERVA
MiniBooNE
MINOS+
Mu2e
Muon g-2
NOvA
NumiX
SBND
SeaQuest
CDMS
COUPP
DarkSide
DES
DES-GW
Holometer
LSST
SDSS
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Planning

Planning

No intention

Planning

Planning

Intensity Frontier

Cosmic Frontier
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High Impact Common Tools

artdaq is a real-time software system for
data acquisition, utilizing art (for monitoring,

Solutions

Networking

filtering,...)

Readout
Electronics

— Conceptualizes common DAQ tasks

— Allows experiment to focus on design/
configuration of system

Interface Card

Multicore node

Ividiucore noue

Assignment Of
Synchronized
Sequence IDs

to Fragments o [xM]

(Event Builder Process
Assembly I
/ =Y

.. [xN]

Multicore node

— Used by Mu2e, Darkside50, ICARUS test

Readout
Electronics

°
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o
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system, uBooNE cosmic ray tagger, SBND

* Note that we provide support for NOvA (FNAL
pre-artdaq) and uBOONE DAQ

Geant4, collaboration member: provide
validation, development, and expertise on
physics configuration and user application
development

— Relevant to the whole program

GENIE (neutrino generator), collaboration
member: modernize infrastructure for
incorporation of new data and physics
validation, provide consultation

Multicore node

Event Builder Process
art
L Assem ny Analysis SW
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Scientific Computing services and operations in high
demand

Data ingress at record rates
— LHC restarted taking data at 13 TeV
— MicroBooNE started data taking at high volumes

CPU resources are in high demand

— Mu2e used Fermilab and opportunistic resources on the Open
Science Grid (OSG) to produce simulations for the CD-3c review

Delivering the software, services and operations for storing,
distributing, and processing the data

— Workflow management and distributed data tools, operations
both for the facility and experiment workflows
* From running workflows (MINOS, MINERVA, NOvA, DUNE
simulation...) to monitoring and troubleshooting jobs (for all), to
providing tools and expertise to experiments for utilization of remote
resources (OSQG)

2% Fermilab
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CPU utilization on Fermilab resources, CY2015 (Reference)

Wall Hours by VO (Sum: 194,268,288 Hours)

53 Weeks from Week 00 of 2015 to Week 52 of 2015
s

M cms (85,608,845) |_Inova (18,436,421) = minos (16,765,731) M osg (14,092,871) [-I mu2e (14,082,985)

M minerva (9,579,050) [T dune (8,354,281) M cdf (7,307,569) [J mars (6,254,260) & microboone (2,726,653)
[ seaquest (2,625,547) [Cfermilab (2,363,817) M larlnd (1,442,395) [ darkside (1,410,226) Wilc (719,710)

[ des (640,373) [Fgm2 (581,720) M Other (564,446) [ atlas (428,759) M lariat (282,630)
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CPU utilization on all OSG resources, CY2015 (CMS excluded) (Reference)

Wall Hours used by Fermi experiments
53 Weeks from Week 00 of 2015 to Week 52 of 2015

4,000,000

3,500,000

3,000,000

2,500,000
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Maximum: 3,742,071, Minimum: 743,016 , Average: 2,459,276, Current: 743,016
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Storage

* Disk and tape utilization in the Fermilab Active Archive Facility

— “active”: catalogs, tools to access and distribute
« CMS excluded

* NOVA dataset already ~ size of CDF Run II'!

Disk Space Utilization by Experiments (GBytesin Public dCache) Tape Storage, TBytes (CMS not included)

nova
nova
uboone | uboone
= minerva u minerva
" mue _Inova, 1,974,145 « des
m darkside mu2e, 364,088 ~ u darkside
m des ® minos
m 990 " e9%0
mu2e
u |bne
e907
minos
€906
me906 i cdf
minerva, 658,667
larind ulbn
lariat

uboone, 925,805
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Model works well: for example, NOVA, where SCD
contributes to all aspects of software and computing

Neutrino
oscillations with

2% Fermilab
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High priority to prowde support for LArTPC based Neutrino
Program:

SBN Far Detector >

SBN Near Detector >

MicroBooNE >

2015 2016 2017 2018

2019 2020 and beyond

Proto-
35-ton DUNE(s) DUNIE

Computing Challenges include:

« High data acquisition rates and large data volume.

« Detector resolution demands powerful and robust reconstruction tools.

« Sophisticated simulations for particle interactions.

« Computing resources for both small and large collaborations

« Must address both immediate and long-timescale needs smootthéFermilab
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Neutrino program support

* Neutrino experiments use, are supported in, or are currently
adopting “offerings” in the following Service Areas

Service|
art Software | . e Storage | SAM Data Beam

artdaq Processing Genie Geant4| Information

Experiment Framework and Disk Caches| Management
(larsoft) Databases
DUNE (35T) In Progress In Progress | InProgress | In Progress
DUNE Planning Planning In Progress | In Progress
protoDUNE Planning Planning In Progress | In Progress

LArIAT
MicroBooNE

Planning

MINERVA No intention [
MINOS+ [
NOvA —
SBND Planning In Progress
ArgoNeuT No intention

Code
Repository
Management Hosting

Planning

Control Room
System

Scientific
Servers

0SG
Enabled

In Progress

In Progress
In Progress
In Progress
In Progress
Planning

Planning
Planning

Includes:

« Experiment specific work such as running production
operations (OPOS) for Minerva, MINOS, DUNE simulations,
NOVA, upcoming for MicroBoone

« Cross-experiment common services e.g. support for Tape
Storage and Disk Caching, use of distributed resources.

19 1/19/16
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Neutrino Program support

Projects for further development of our software stack and new
services. These are directly driven by experiment/stakeholder
needs & computing/software evolution.

« Key ones include DAQ (artDAQ), access to commercial clouds
and HPC systems (HEPCloud), Frameworks (art), physics
reconstruction and analysis toolkits (LArSoft, ROOT),
simulation (Geant4, GENIE, accelerator modeling)

R&D for the future:

« Examples include use of Big Data technologies to reduce time
to analysis results - NOvVA evaluation; multi-threading
frameworks and infrastructure - art-HPC; discussions of Deep
Learning (advanced neural networks) - with DUNE s&c leads.

2% Fermilab
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Moving Forward

21

LArTPC offline software infrastructure
— Ensure adequacy for experiment requirements

« workshop October 2015, draft report available,
implementation review mid 201

— Important needs: automated reconstruction
and assisted reconstruction capabilities;
readiness for ProtoDUNEs (dual
interfaces with external packages; algorithms

 Increased LArSoft resources, created
reconstruction group with SCD experts from
all programs tasked to provide expertise,
consultation, and assistance

— Evolution challenge: adiabatic vs step change
(especially relevant for DUNE).

* Incorporating new techniques/technologies

essential for future efforts

« Choice driven by experiment needs.

— For SCD, to be able to provide support (if it is
expected), essential to participate in architecture

1/19/16

design and implementation

phase);

Experiment Experiment
A Z
Core LArSoft algorithms
tools, utilities
LArSoft / art Interfaces to
interface externals

art External
framework products

Reconstruction chain(s) can be combined

matching clusters

from multiple 2D :
ADC hits 2D clusters N u !p 3D tracks 3D vertices p.artlcles
projections hierarchy

PANDORA some interplay between 2D and 3D
P 3— o

[ELETPEDE]T]

@ ® ® ® @ ® ® >
LArSoft ClusterCrawler  Projection Matching ) :

swyyod|e Juapuadapul

uonnIsuodaA

Wire-Cell 3D imaging 3D clusters merged tracks, vertices

* many possible paths and variants open for selection of the optimal reconstruction
¢ e.g. try clusters from Pandora instead of ClusterCrawler to see if e.g. PMA can give better

track traiectories. dE/dx. and direction fit for cascades with such inout

Courtesy Robert Sulej (DUNE) iulej
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Moving Forward

« Essential that SBN experiments share tools & infrastructure
(more than efficiency, it simplifies combined analysis)

— uBooNE, SBND on-board, engaging ICARUS (including presence in
Europe)
* Providing support to the DUNE program (35ton, ProtoDUNEs,
DUNE)
— 35ton utilizes artdag (a success story) and LArSoft

— Recently established artdaqg as a “community” project (like LArSoft) to
encourage collaboration with experiment members

« Any collaborator can have “ownership” of components, as long as they
are contributed to the toolkit, thus SCD can develop “know-how” and
provide support

— Will respond to ProtoDUNE(s) needs, working with the collaboration.
 given constraints will have to adjust (re-prioritize) efforts internally

2% Fermilab
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Moving Forward

 The DUNE program (including prototypes), being an
international effort, requires an appropriate framework for the

software and computing (S&C) program

— SCD has started discussions with international partners (CERN

neutrino platform) and work with other international
collaborators, will contribute to establishing this S&C framework

and will contribute services and operations in its context
— An important issue for the short term is the computing model
(driven by ProtoDUNE timeline)
 Establishing roles and responsibilities for various facilities, tools
« SCD is planning to provide TierO facility services for DUNE,

 will work with the collaboration to implement any missing
functionality in our “Neutrino Grid Tools” (FIFE, glideinwms, ifdh,

jobsub, GPGrid)

2% Fermilab
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Moving Forward

« As we move toward the era of HL-LHC, the demands for computing
(~60 times more computing, exabytes of data), deploying our own

resources for peak computing becomes unsustainable.

« HEPCIoud: Delivering a new paradi?m for HEP computing facilities

through a single, management porta

to a dynamic, heterogeneous

set of computing and storage resources. Provide cost effective and

efficient “elastic” deployment of resources.

Project aiming to
submitter :

integrate “rental” .
resources into the

current Fermilab
facility in a manner ‘
RN

transparent to the
user.

24 1/19/16
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Instead of a summary, the vision...

* Provide scientific software and facility solutions and support
their applications, within the context of international HEP and
the international HEP computing ecosystem, to enable
Fermilab’s scientific program.

— Thus, “provide” should be understood as develop, contribute,
adopt, participate, ..., with emphasis on maintaining the “know-
how” to develop and support applications

So, enable science through
working with the community
and supporting users (and
improve the mood of
spokespeople and lab
directors...)

From Ken Bloom, DPF2015

= Because CMS software and computing enabled the
discovery of the Higgs boson!

25 1/19/16



Backups

* More detailed material for various SCD tools and approaches

2% Fermilab
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art: the event-processing software framework

27

artis an event-processing framework used for online data
monitoring, data calibration, reconstruction, simulation, and

analysis

— Provides a common software infrastructure for...
 defining experimental data types
* defining and applying a configurable algorithm workflow to data
 providing ancillary detector information (e.g. geometry, calibration)
* recording data provenance

— Used by Mu2e, g-2, NOVA, and currently is the LArSoft engine

We maintain infrastructure, development toolkit,

documentation = experiments focus on writing algorithms

— art Workbook: a user-focused guide to getting started

— “Stakeholders” meetings to ensure communication with user
community

2% Fermilab
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LArSoft: common tools for LArTPC experiments

« LArSoft is a general software toolkit for LArTPC simulation,
reconstruction, and analysis
— Utilizing the art event processing framework

— Incorporates common algorithms and data formats, and
experiment-specific geometry, signal calibration, and
configurations

— See table for utilization
« SCD works to ensure quality design and performance for
successful cross-experiment collaboration

— Recently held “requirements workshop” to establish and
document experiment needs
 Participation from all SBN experiments, DUNE and prototypes

2% Fermilab
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artdaq: common tools for DAQ systems

« artdaq is a real-time software system for data acquisition

— Conceptualizes common DAQ tasks: data packet transit, event-
building and writing, monitoring data flow, ...

— Allows experiment to focus on design/configuration of system,
data extraction from hardware, and validating collected data

* Online monitoring/processing of events using art framework
« SCD works with experiments to design and commision DAQ
systems, and extend functionality of artdaqg to meet needs
— Heawvily involved in artdaqg system for DUNE 35-ton prototype

— Designing and building artdaq systems for SBN program

« SBND, MicroBooNE cosmic-ray-tagger system, ICARUS test
system

2% Fermilab

29 Presenter | Presentation Title 1/19/16



Simulation Common Tools: Geant4

30

High-fidelity simulation tools essential for translating experimental
data to physics results

Fermilab is a member of the Geant4 Collaboration

— Leads computing performance working group

— Develops and operates physics validation infrastructure

— Works with user community to support major applications.

» Very successful CMS involvement, developing partnerships with muon
and neutrino programs (physics lists, new physics, application
development)

Established R&D program to evolve G4 to take advantage of HPC
and modern architectures

— Partnered with DOE/ASCR institutes to improve G4 performance.

— Partnered with CERN, UNESP (Brazil) to re-engineer G4 to run on
modern computing architectures — Geant Vector Prototype (GeantV)

2% Fermilab
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GENIE

31

GENIE (Generates Events for Neutrino Interaction
Experiments) is a Monte Carlo event generator package
used by nearly every accelerator-based neutrino
experiment.

High quality generators are key in a discovery
experiment like DUNE.

We are transformomg GENIE operations and science to
operate at the scale of DUNE and other neutrino-based
discovery experiments.

— Run community meetings to train experimenters.

— redesigned the physics performance framework and built
an automated validation framework to enable faster
physics development and faster release cycle.

The current goal at the laboratory is to leverage the
validation automation to build machinery for producing
new global physics tunes that will enable physics
measurements with the smallest possible interaction
model uncertainties.

||||||||||||||| GENIE 29.0
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Validation plot from the new
framework comparing MINERVA
cross section data (PRL 111,
022501 and 022502) to two recent
versions of GENIE. The validation
framework is capable of fully-
utilizing reported error covariance
matrices and can compare
multiple publications against
variations in the same internal
physics model. Furthermore, it
provides a convenient API for
future developers to “plug in” new
data with very little effort.

2% Fermilab

1/19/16



Simulations: Accelerator Modeling

« Reaching the goals of PIP-II requires detailed understanding
of collective effects to control/avoid beam instabilities and

minimize losses

« Ultilize Synergia a 3D Particle-in-Cell HPC accelerator
simulation framework, developed at Fermilab under the

ComPASS SciDAC project
— Wakefield and space-charge induced instabilities in Booster
— Space-charge in Recycler slip-stacking & collimator design

Partner with AD scientists - ke
to run the applications - Ly
~~~~~ -

z[m] ) ' h - - Qn -
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Facilities for data storage and retrieval

* Neutrino experiments aren’t “small”
— MicroBooNE has written 1.7PB total on tape so far

— Raw, reconstructed, and simulated data needs for SBN
program, ProtoDUNE, and DUNE will be multi-PB-scale too
« SCD maintains common disk and tape storage systems and
develops the tools for efficiently using them

— dCache and Enstore manage the storage and access of data on
disk and tape systems, respectively

— File transfer service (FTS) and intensity frontier data handling
(ifdh) enable experiments automate movement of files

— SAM (Sequential Access via Metadata) automates the retrieval
of data based on experiment-defined properties (run number,

types of file, etc.)

2% Fermilab

33 Presenter | Presentation Title 1/19/16



Facilities for data processing

« Lots of data - need for lots of processing power

— MC production alone can take ~1E6 CPU hours for single
experiments

* Which need to be reproduced and re-reconstructed several times
in life of experiment

— Leverage all available resources to be time and cost efficient
* Distributed computing model already becoming a need
« SCD manages and maintains local resources and develops
the infrastructure for using shared resources worldwide
— Common grid nodes (GPGrid) for neutrino experiments at FNAL

— Leader in the Open Science Grid (OSG), providing software and
services for opportunistic usage on external resources

— HEPCloud as path to resources in the HPC and commercial
world

2% Fermilab
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FIFE: bridging software and facilities

« Fabric for Frontier Experiments (FIFE): catalog of tools and
services to help experiments make the most use of available
resources

— Streamlined interfaces for job submission, data access, and
software distribution

— Common utilities for database and dataset applications and
collaborative tools (e.g. electronic logbooks)

— Experiments pick and choose elements they find most useful
* And help improve/add to the existing portfolio
« SCD leads coordination of resources and technical work

— Helps experiments establish workflows and build integrated
solutions

— Let users focus on what to do with data, not how and where to
do it

35 1/19/16
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FIFE: bridging software and facilities

Hours Spent on Jobs By Site and VO

L RS T o Example: NOVA uses FIFE
] tools to achieve physics goals

— Jobsub utilities allow users to

) submit jobs to FermiGrid and
\OSG with same interface
» Over last year: average of
142,000 CPU hours per week

across > 20 sites
— ifdh tools allow users to easily

access data properly and
efficiently from variety of
storage architectures

= « Qver last year: >22 PB data

Volume Transferred Public dCache
54 Weeks from Week 00 of 2015 to Week 02 of 2016

B n2015 Feb2015 Mar2015 Apr2015 May2015 jun 2015 lZOﬁ g 2015  Sep2 tran Sfe rred i n and O ut Of
Maximum: 1,221,329 GB, Minimum: 10,249 GB, Average: 423,732 GB, Current: 230,476 GB d C aC h e ( 1 . 2 P B i n O n e W e e k !)
& Fermilab
1/19/16
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CPU utilization on Fermilab resources, CY2015 (CMS excluded)

Wall Hours used by Fermi experiments

53 Weeks from Week 00 of 2015 to Week 52 of 2015
2‘500’000 1 ] ] L L} 1 ] ] L L ]

2,000,000

1,500,000

M minos |_Inova Hmu2e M fermilab | dune

M minerva [T mars W af [ seaquest [ darkside
Hic [T microboone Marlnd M atlas Hgm2

[ lariat [Ddes M Cther [ argoneut W cms

Maximum: 2,394,284 , Minimum: 367,547 , Average: 1,726,705 , Current: 367,547
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LArTPC software requirements workshop

« Goal was to capture requirements for software infrastrucute
that will support the analysis needs of LArTPC experiments

over the next ~decade

» Requirements document now in draft,
https://cdcvs.fnal.gov/redmine/projects/lartpc-requirements/repository/revisions/
master/entry/new-document/requirements.pdf

— Examples of major areas: i) physics algorithm performance, ii)
ability to use multiple physics algorithms in end-to-end analysis
of data, iii) increased functionality of event visualizations, iv)
enable effective use of multi-core and new computer hardware
technologies, v) ease of use and distribution for international

collaborations, vi) inclusion of new external software
components such as event generators and hadronic simulation
codes

{5 Fermilab
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Requirements workshop: bringing the community together

39

Participation of ~40 people from all experiments, including 3 ICARUS
physics software developers, in virtual (face-to-face and remote) rooms
arranged to help experiments interact

— detailing needs and ideas for LArTPC reconstruction and development

Informal as well as formal (notes/requirements captured in many breakout
sessions) articulation and discuss of longer term future (...as well as near
term requirements, methods and technologies)

Many one-on-one physics/technical conversations
— on common topics and thrusts of interest across multiple experiments.
Captured automated reconstruction needs

In depth demonstration of the ICARUS QSCAN (interactive visualization
and hand-directed analysis).

Broad buy-in and agreement on principles and requirements to guide the
development of the software

Increased appreciation of benefits from sharing infrastructure and
algorithms/algorithmic implementations

— resulted in more codes being brought to LArSoft Coordination forum for
inclusion in core releases!

2% Fermilab
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Evolution of FNAL experimental program

MI-LB neutrinos

e MINOS+, MINERVA,
NOVA

Booster-SB neutrinos Long Baseline

e UBOONE, SBND, ICARUS Neutrino Facility
FNAL Recycler-muons  Recycler-muons (LBNF)

°g-2 * Mu2e e DUNE

LHC beams: Run 2 LHC Run 3 (phase 1

LHC Run4 (HL-LHC)
e CMS upgrade)

2% Fermilab
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