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What are we trying to do?

• Goal: provide access to DHTC for US researchers who are 
not part of an existing virtual organization!
!

• Challenge #1: Knowing how much is available!
- Only real metric for capacity comes from historical availability !
- Understanding/predicting how availability can change !
!

• Challenge #2: Expanding capacity!
- No single “opportunistic ecosphere” at the OSG!
- Have to address at a site-level!
!

• Challenge #3: Finding users!
- Large groups are already part of VOs or using HPC !
- Cost/benefit of setting up not advantageous to small users
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A reminder

• Opportunistic VOs* constitute over 
100M hours per year!
− OSG VO ~72M hours in 12 

months ending 10/1/14!
!

• Aim to grow the Open Facility!
− 20% of all wall hours at the OSG!
− 100M hours for OSG VO!
−We believe these goals can be 

achieved without hindering 
owner-VO cycles.
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All VOs

Opportunistic VOs

*Opportunistic = osg, hcc, glow, engage, sbgrid, gluex
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On-ramp to the OSG
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March 14, 2014 

Easier “On-Ramp” to the OSG DHTC Fabric 
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All access operates under the OSG VO using glideinWMS 
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Since last time...

• Added several large sites in past 
three months (e.g. MIT, UFlorida, 
BU)!

• xd submit host upgrade in early 
September !
− Eliminated several I/O bottlenecks!

• Averaging 320k hours/day since 
submit host upgrade!
−Well on-track to 100M/year !

• Several recent lulls in LHC 
processing !
− OSG VO effectively demand-

limited
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Adding “incentive”
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Top 10 sites (included in OSG 
newsletter starting this month)

Example monthly site report showing 
individual projects run at site
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Grid at-a-glance
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September 2014

Link to full spreadsheet

…

⋮

http://www-cdf.fnal.gov/~boj/osg/Sep2014matrix.xlsx
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Usage trends: projects

• ~30-40 unique projects running on OSG VO every month!
• Number of users not growing as fast as hours delivered!
− Several periods during which OSG VO is demand-limited!
− Need to take more active approach in finding users?
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ACI-REFs: introduction

• Advanced Cyberinfrastructure Research and Education 
Facilitators !

• Distributed across 6 campuses: !
− Clemson University, University of Hawaii, University of 

Southern California, University of Utah, University of Wisconsin 
and Harvard University!

• NSF funded program designed to:!
− “[forge] a nationwide alliance of educators to empower local 

campus researchers to be more effective users of advanced 
cyberinfrastructure (ACI). . . [and] work with the ‘long tail’ of ACI 
users—those scholars and faculty members who traditionally 
have not benefitted from the power of massively scaled cluster 
computing.”
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Partnering with ACI-REFs

• By partnering with ACI-REFs, identify researchers who may benefit 
from OSG DHTC!
− Equip ACI-REFs with the tools and knowledge they need to feel 

comfortable recommending OSG to researchers at their institutions!
− Provide 2nd layer of support for ACI-REFs as they include OSG in 

their solutions for local campus researchers!
• Progress!
− Step 1: Meet with ACI-REFs to establish partnership (done Oct. 8)!

▪ Present introduction to OSG; gauge feedback and interest!
▪ ACI-REFs enthusiastic and interested in an in-depth OSG 

tutorial!
− Step 2: Provide OSG tutorial covering common aspects of OSG 

usage (starting in early November)!
▪ One per ACI-REF campus (beginning with Clemson)
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Effort lead by E. Harstad (UNL)
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Conclusion

• Opportunistic usage at the OSG now exceeds 10M hours/month!
• During periods of low LHC experiment computing activity, OSG 

VO is increasingly demand-limited!
• Efforts moving to finding new potential users!
− ACI-REFs effort key in this process!

• Plan to soon circulate policy proposal on opportunistic usage!
• Efforts made in expanding OSG VO can be applied to other 

opportunistic VOs as well!
− e.g. Fermilab intensity frontier experiments exploring 

opportunistic sphere for peak usage
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Increasing Opportunistic Cycles

1. Grow overall size of OSG!
– Rate of new sites approaching OSG is increasing!
– Existing ATLAS/CMS sites growing anticipating Run 2!

2. Increase opportunistic share at existing sites!
• Are existing sites not providing all opportunistic hours they can!
• Are opportunistic jobs not configured to take advantage of 

existing resource!
3. Eliminate inefficiencies in existing infrastructure!

• e.g., at Factory-level
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Categorizing sites

• Broadly break sites down into three 
categories!

1. Sites accepting OSG VO jobs 
“fully opportunistically”!

2. Sites accepting OSG VO jobs 
with a cap/quota!

3. Sites not accepting OSG VO jobs!
!

• Metrics used to determine!
− Glidein monitoring per site!
− Correlations between 

opportunistic VOs and dominant 
VO for a site
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“Type 1”

“Type 2”
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Projects using OSG VO
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https://oim.grid.iu.edu/oim/project

https://oim.grid.iu.edu/oim/project

